### dataframe, series, list, array

* **dataframe**

row index+ column name + value

多个series组成，接受dict类型数据，如果不指定，dict中的key默认为column name。

* **ndarray**

多维数组,数据类型相同，和list差不多，list内的数据类型可不同

* **series**

是一个字典，row index+value

#list to series,或直接接受dict

myseries = Series(mylist, index = ['one', 'two'])

# list to dataframe或直接接受dict

mydataframe = DataFrame(mylist, index = ['one', 'two'], columns = ['year', 'state', 'pop'])

# dataframe to array

ndarray = mydataframe.values #移除row index and column names

# list to array

ndarray = np.array(mylist)

# dataframe to list, 或直接接受dict

# dataframe to array

arr = mydataframe.values

### Import

import numpy as np

import pandas as pd

import itertools #迭代循环

import cPickle #使用pickle模块你可以把Python对象直接保存到文件，而不需要把他们转化为字符串

|  |
| --- |
| **For plotting** |
| import seaborn as sns # need install, pip install seaborn  import matplotlib.pyplot as plt  plt.style.use("ggplot") #无需自定义图中网格等，自己会美化 |

|  |
| --- |
| **For AB test** |
| from scipy.stats import ttest\_ind |

|  |
| --- |
| **For algorithm** |
| import lightgbm # pip install lightgbm  from sklearn import tree  from sklearn.tree import DecisionTreeClassifier  import graphviz # decision tree visualization  from sklearn.cluster import KMeans  from sklearn.metrics import silhouette\_score #评价kmeans性能，越接近1，聚类越好  from sklearn.decomposition import PCA |

|  |
| --- |
| **For data splitting** |
| from **sklearn**.model\_selection import train\_test\_split |

|  |
| --- |
| **For evaluation metrics** |
| from **sklearn**.metrics import auc, roc\_curve, classification\_report, precision\_score, recall\_score,  accuracy\_score, roc\_auc\_score |

|  |
| --- |
| **For feature engineering** |
| from sklearn.preprocessing import LabelEncoder #feature encoding  from sklearn.preprocessing import normalize # feature normalization  from sklearn.preprocessing import StandardScaler # feature normalization  from sklearn.feature\_selection import chi2,f\_classif #计算特征间的线性相似度 |

|  |
| --- |
| **For tuning parameters** |
| from sklearn.model\_selection import GridSearchCV  from sklearn.model\_selection import RandomizedSearchCV |

### Data loading

#### 3.1从csv读入数据

将c1列和c2列解析为时间数据，如将20200102解析为2020-01-02，返回所有原始数据和解析后的列替换原来的列

data = pd.read\_csv(r'C:\Users\juanchen\Desktop\120 jifu zhao\data\loan\_table.csv', parse\_dates=['c1', 'c2'])

data=

#### 3.2从a.txt读入数据，数据间，逗号

如果输入文档名称为a.txt,文档内容如下

1, 2

3, 6

data=pd.read\_csv('a.txt',sep=',')

data.columns=['feature1', 'target']

X=data[['feature1']] # data[['feature1']].values ?

y=data[['target']]

### Data overview

#### 3.1 list top 10 rows of a data frame

data.head(10)

#### 3.1 list last 10 rows of a data frame

data.tail(10)

#### 3.2 Views the number of rows and columns, the memory usage, the data type of each column.

data.info()
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#### 3.3 View the count, mean, max, min, 25% percentile, 50% percentile, std etc. of each column

def f1(mylist): #mylist=[1,2,5,11,232]

mylist \_25 = np.percentile(mylist, 25)

mylist \_50 = np.percentile(mylist, 50)

mylist \_75 = np.percentile(mylist, 75)

mylist \_max = np.max(mylist)

mylist\_mean = np.mean(mylist)

mylist \_min = np.min(mylist)

return pd.Series([mylist \_mean, mylist\_min, mylist\_25, mylist\_50, mylist\_75, mylist\_max],

index=['mean', 'min', '25%', '50%', '75%', 'max']) #rename

stats = data.groupby('c1').apply(f1).reset\_index()

stats.head()

#### 3.4 Merge two tables

按照列c1进行连接，左连接，连接两张表：data和data1返回merge后的表,如果data和data1合并时，有两列重名，data该列名字加后缀\_l, data1该列名字加后缀\_r。

pd.merge(left=data, right=data1, how='left', on='c1', suffixes=['\_l', '\_r'])

### Data cleaning

* View part of data ‘age’<100

data[data['age'] <100]

#### 4.1 missing data

* **Find missing data**
* 统计每列null 值的数量

返回两列，第一列为索引列，第二列为统计的有空值的特征的空值的数量。第一列的值为有空值的列名。

data.isnull().sum()

增加索引列0,1,2…第一列列名为index,不再是索引，给第二列重命名为c1

pd.DataFrame(data.isnull().sum()).rename(columns={0: 'c1'} .reset\_index()

* 选出c1列，条件为c1列值为空

data['c1'].isnull()

* 选出行，条件为c1列值为空

data[data['c1'].isnull()]

* 选出c1列，条件为c1列值非空

~data['c1'].isnull()

* 选出行，条件为c1列值非空

data[~data['c1'].isnull()]

* 计算非空c1列的值占总数的比率

1 – data['c1'].isnull().sum() / len(data)

* **Fill missing values**
* fill missing values with -1

data = data.fillna({'c1': -1, 'c2': -1})

* fill missing values with median

data = data.fillna({'c2': data['c2'].median()})

#### 4.1 Delete

* select rows based on some conditions

data=data[data['c1'] <100] # select rows, c1列的值<100的

data[~data['c1'].isnull()] #select rows，c1列的值not null的

* select columns

data['c1'] #选出c1列

* select columns

data[data['c2'] <100]['c1'] #选出行，c2列中c1列，其中c1列中的c2

#### duplication， 唯一值，unique

查看c1列的值是否有重复，没有重复，返回True

len(data['c1'].unique()) == len(data)

返回c1列的值，只返回唯一的值

data['c1'].unique()

c1列唯一值的数量

len(data['c1'].unique())

#### Sort the data in ascending order

返回根据列c1值降序排序的

data.sort\_values(by='c1', ascending=False)

选出c1列，并对c1升序排序

sorted(data['c1'])

#### select rows and columns选择行，列

选择列c1,c2

data1 = data[['c1', 'c2']] #两个]]

选择c1列的值，选择dataframe里，c1列第1行的值，没有.values[0]就只是返回一个索引

tmp['c1'].values[0]

选择行

data['c1'] == 'Mobile'

#### 选择某些行select rows，多张表

返回选择的行,注意这里用到了2张表

data1[(data['c1'] <= 100) & (data['c3'] >= 20)]

#### Create data, 用已有的列的值，构造新的data

用已经有列数据c11,c22插入data中，data中包括2列，c1,c2

data = pd.DataFrame({'c1': c11, 'c2': c22}, columns=['c1', 'c2'])

c11=data[['home', 'search', 'payment']]

c22=data[[0.5, 0.1, 0.07]]

#### Add new rows/columns新增

dada中新增一列c2，用已有的列值c3赋值

data['c2'] = c3

c3 = data.groupby('c1')['c2'].count().reset\_index()

c3 = c3.rename(columns={'c2': 'c2\_count'})

#### date to week, month, hour, seconds

返回新的一列，c1列的每个日期对应的月

data[‘month’]=data['c1'].apply(lambda x: x.month)

返回新的一列，c1列的每个时间对应的小时

data['hour'] = data['c1'].apply(lambda x: x.hour)

返回新的一列，c1列的每个日期对应‘一年中的第几周（1,2....）

data['c1'].apply(lambda x: x.week)

返回新的一列两个日期之间（c3和c2）间隔多少天

data[cn]=(data['c3'] - data['c2']).apply(lambda x: x.days)

data[cn]=(data['c3'] - data['c2']).apply(lambda x: x.dt.days) 返回int值

返回新的一列两个日期之间（c3和c2）间隔多少秒

np.array(list(map(lambda x: x.seconds, data['c3'] - data['c2'])))

生成dataframe,每个元素是一个日期，每两个元素间隔1天，元素介于'2011-01-24'和'2015-12-13'之间，包括'2011-01-24', 和'2015-12-13'

pd.date\_range(start='2011-01-24', end='2015-12-13', freq='D')

#返回新的一列，c1列的每个日期对应的day of the week，0~6

data[‘dayofweek’]=data['c1'].apply(lambda x: x.dayofweek)

解析时间 parse time

data['c1'] = pd.to\_datetime(data['c1'])

将c1列和c2列解析为时间数据，如将20200102解析为2020-01-02，返回所有原始数据和解析后的列替换原来的列

pd.read\_csv('./juanchen/raw\_data.csv', parse\_dates=['c1', 'c2'])

取出c1中最早的一天

data['c1'].min( )

#### 新增列， add a new column

* **每行的和 sum**

仅保留原索引列，并增加一列，重命名为count,该列是原来每一行数据之和（数据之和不包括索引列的值），axis=1表示按行加，新增索引列0,1,2,原索引列为普通数据列

data1 = data.sum(axis=1).reset\_index().rename(columns={0: 'count'})

data1['is\_exceed'] = (data['c1'] > data ['c2']).astype(int)

#### 新增列，表示另一张表在一张表中是否存在

连接两张表data 和data1，在data中新增列c2,值为1表示该row在两张表都存在。

data1['c2'] = 1 #data1中新增列c2,值都为1

data = pd.merge(left=data, right=data1, how='left', on='c1')

data = data.fillna(value=0) #给所有NA填充0，因为data中有，data1中没有的值在c2列都是NA

data['c2'] = data['c2'].astype(int)

#### axis=1, axis=0

重点在于方向，而不是行和列

当axis=0时，方向从上到下，从上到下求平均，上下纵向拼接，drop表示纵向发生变化，即行的减少

df.dropna(axis=0,how='any', inplace=True)本列是否有NaN，若有，删去该NaN的行,inplace表示语句立即执行生效

当axis=1时，方向从左到右，从左到右横向求平均，左右横向拼接，drop表示横向发生变化，即删除列，这个太难理解了

#### 删除c1列

data = data.drop(labels='c1', axis=1)

#### 4.2Groupby

Groupyby之后是没有index的，例如根据c1的值分组（相同c1为一组），计算每组的c2的均值。返回2列，第一列为c1也是索引列，第二列为该组c2的均值，返回的是series, reset\_index()给返回的数据增加索引：0,1,2…使得返回的是dataframe。c1变为非索引的普通列

series类似于1维数组，由索引+数值组成，dataframe的某一列，返回的就是series

data1=data.groupby('c1')['c2'].mean().reset\_index()

data1 = data1.rename(columns={'c2': 'c2\_mean'}) #一般groupby之后都要重命名

data中新增列c2\_mean，值为每组的数量/均值

data = pd.merge(left=data, right=data1, on='c1')

根据c1的值分组（相同c1为一组），计算每组的c2的唯一数量。 unique\_count是一个函数，输入为该组的c2的值，求不同值的数量

data.groupby('c1')['c2'].apply(unique\_count).reset\_index()

def unique\_count(x):

return len(np.unique(x))

#### 分组后返回两列或多列，经常自定义函数并apply于组内groupby

根据c1分组，分组后返回多列c1,c2,c3，找到组内c2值最小的那一行对应的c2,c3值

def f1(df):

index = df['c2'].argmin() #该组内c2值最小的行的索引

return df.loc[index, ['c2', 'c3']] #该索引对应行的，c2和c3的值

data1=data.groupby('c1').apply(f1).reset\_index()

data1.rename(columns={'c2': 'c2\_min', 'c3': 'c3\_min'})

another example

当我们需要分组，并且得到多列，每列或者为统计，或者为其他值…

groupy+function

Take the feature ‘device’ for example

def run\_ttest(df):

c2 = df['c5'].values

c3 = c2.mean()

return pd.Series({'c2': len(test\_data), 'c3': test\_mean,})

tests.groupby('c1').apply(data). .reset\_index()

another example

def f1(df):

a = df['c3'].sum()

b = df['c4'].values[0] #组内，c3列的值是相同的，随便取一个值

return pd.Series([a, b], index=['c33', 'c44']) 返回两列，列名为c22和c33，值为a,b

data1 = data.groupby(['c1', 'c2']).apply(f1).reset\_index()

#### 最小值,最大值的行的索引index

c1最小值的那一行的索引

index = data['c1'].argmin()

该索引对应的行的c2和c3的值

data.loc[index, ['c2', 'c3']]

#### 4.2 rename 重命名

给第二列重命名为c1，注意是第0列，第一列为index即每个列的列名

conv\_ratio = 1 - pd.DataFrame(data.isnull().sum()).rename(columns={0: 'c1'}) / len(data)

给c1列重命名为c11，返回所有列，其中c1列更名为c11。

data.rename(columns={'c1': 'c11'})

#### 4.2 行、列取值

data.loc[‘r1’, ’c1’] #行列名，第r1行，第c1列

data.iloc[0, 3] #索引第1行，第4列

#### Read the row index, column index, column name 列名

DataFrame：列索引+行索引+行列数据

row index一般就是0,1,2...

>>>data.index

column index就是column name

>>>data.column

#### 计算某个矩阵特征的相似性similarity

根据c1和c2对data进行分组，计算组内c3的数量，索引为c1和c2，值为c3\_count。应用unstack后，c1变为行索引，c2变为列索引

data1 = data.groupby(['c1', 'c2'])['c3'].count().unstack(fill\_value=0) #缺失值用0填充

计算相似性similarity

data2 = normalize(data1, axis=1) # normalize the matrix

data3 = np.dot(data2, data2.T) # calculate the similarity matrix 点积即A\*A^T

similarity\_df = pd.DataFrame(data3, index=data1.index, columns=data1.index) 重新确定索引和列名称

def find\_topk('A', similarity\_df, k=10): #find the top 10

df = similarity\_df.loc['A'].sort\_values(ascending=False)[1:k + 1].reset\_index() #similarity\_df中，列‘A’中最大的10个值取出，保留原索引，并增加新索引0,1,2...

df = df.rename(columns={'c1': 'c11', 'A': 'c22'}) #c1是原来的索引列

return df

#### 求每一天比前一天的变化率，如增长率等，一段时间的trend

#df是一个dataframe，按照date升序排序后，取出c1列的值即为一个array

#计算c1\_array中每一天相对于昨天的变化率即 今天的值/昨天的值，c1\_array[1:]表示取出除了第一个值

的所有值，c1\_array[:-1]表示取出除了最后一个值外的所有值

c1\_array = df.sort\_values(by='date')['c1'].values

ratio = c1\_array[1:] / c1\_array[:-1]

### Feature engineering

There are about 20 features, delete 8

#### 5.1 Convert text or categorical values into numerical values.

* **Through label encoding**

features = subset[['c2', 'c3']]

# c1不变，新增c2列为c1的numerical values

le = LabelEncoder()

data['c2'] = le.fit\_transform(data['c1'])

* **Through one hot encoding**

（1）对data中所有categorical进行 one hot encoding

data = pandas.get\_dummies(data, drop\_first=True) #data中的所有categorical---numerical,其余特征不变

（2）保留c1列，新增encoding的若干列，并对若干列重命名，对c1列进行encoding后存入data1

data1 = pd.get\_dummies(data, columns=["c1"], prefix=["Type\_is"] ) #pd是pandas的缩写

data = data.join(data1)

* **Transform from categorical type into int type**

encoder = LabelEncoder()

data[target] = encoder.fit\_transform(data[target])

#### 5.1 Transform text values into numerical values

c1列有两个值’short’和’long’，分别转化为2和4变为c2列，删除c1，新增c2

data['c2'] = np.where(data.c1 == 'short',2,4)

del data['c1']

c1列有两个值’true’和’false’，分别转化为2和4变为c2列，删除c1，新增c2

data['c2'] = (data.c1 =='true').astype(np.int)

del data['c1']

weekday2index = {"Monday":1,"Tuesday":2,"Wednesday":3,"Thursday":4,"Friday":5,"Saturday":6,"Sunday":7}

emails["weekday"] = emails.weekday.map(weekday2index)

# rename long column names to shorter names, make it easier to read

emails.rename(columns={'user\_past\_purchases':'purchases','user\_country':'country'},inplace=True)

#### 5.2 Delete redundant features

* **plot the feature-feature pair correlation**

#df.dropna(axis=0,how='any')本列是否有NaN，若有，删去该NaN的行

fig, ax = plt.subplots(figsize=(12, 10))

sns.heatmap(data.dropna(axis=0, how='any').corr(), ax=ax)

plt.show()

#### 5.3 Delete features which are not related to the target variable

#将c1列和target列label encoding后，再计算每个feature和target间的相似性

#Print: feature name + chi-squared score+Fscore

resp\_lb\_encoder = LabelEncoder()

cnty\_lb\_encoder = LabelEncoder()

target = resp\_lb\_encoder.fit\_transform(target)

features['c1'] = cnty\_lb\_encoder.fit\_transform(features.c1)

chi2scores,\_ = chi2(features, target) #计算每个特征和target的chi-squared score

fscores, pvalues = f\_classif(features, target) #计算每个特征和target的Fscore

feat\_scores = pd.DataFrame({'chi2scores': chi2scores, 'fscores': fscores, 'chi2\_pvalue':pvalues },index= names) # names是列名，可以通过获取data.column，然后names=['c1', 'c2', 'c3']

feat\_scores.sort\_values(by='chi2scores',ascending=False)

#### 5.4 Create new features that may be related to the target variable

Sum, difference, product, division

### Modelling

#### Check imbalanced classes

print(data[data[‘target’] ==1][ ‘target’] .count())

print(data[data[‘target’] ==0][ ‘target’] .count())

#### 6.1 Logistic Regression

|  |
| --- |
| **Logistic Regression** |
| Logistic Regression LR  import numpy as np  import pandas as pd  import seaborn as sns  import matplotlib.pyplot as plt  from sklearn.preprocessing import LabelEncoder  from sklearn.preprocessing import StandardScaler  from sklearn.model\_selection import train\_test\_split  from sklearn.linear\_model import LogisticRegression  from sklearn.linear\_model import LogisticRegressionCV #crossvalidation+ LR,之后其他都一样  #不适用imbalanced classes严重的，features是int,float，不能是object,categorical  ss = StandardScaler() #对训练和测试数据的特征归一化  X\_train = ss.fit\_transform(X\_train)  X\_test = ss.transform(X\_test)  #LR = LogisticRegressionCV(cv=5, random\_state=0)  LR = LogisticRegression()  lrmodel=LR.fit(X\_train,y\_train)  lrpred=lrmodel.predict(X\_test) #predicted laber on test dataset  lrpred\_prob=lrmodel.predict\_proba(X\_test)[:,1] #predicted probability on test dataset，因为会产生对label0和label1的预测概率，只取label1的概率即可  LR主要看每个特征的p\_value and coefficients, p\_values越小，该特征对于target越重要，其次看系数，系数绝对值越大越好。系数为正表明和特征正相关。负值绝对值大也好  print(lrmodel.coef\_) #coefficients  feature\_selection库的SelectKBest类查看每个特征的pvalue |

#### 6.2 Linear Regression

|  |
| --- |
| **Linear Regression** |
| 用statsmodels来做linear regression  每一个linear regression will output cooefficient+p\_value  import statsmodels.api as sm  data['intercept'] = 1    #build the linear regression  lr = sm.OLS(data['target'],data(‘feature’)).fit()  coefficient=lr.params[0]  p\_value=lr.pvalues[0]  下面是用sklearn来做linear regression  import numpy as np  import pandas as pd  import sklearn  from sklearn.preprocessing import StandardScaler  from sklearn.linear\_model import LinearRegression  from sklearn.model\_selection import train\_test\_split  import matplotlib as mpl  import matplotlib.pyplot as plt  plt.style.use('ggplot')  import seaborn as sns  import warnings  warnings.filterwarnings('ignore')  #data statistics  data.head()  data.info()  data.describe()  data cleaning  #make a bar plot 看the total number of missing data for each input variable  import missingno as mis  mis.bar(data,labels=True)  data visualization  1. plot and show the relationship between the input variable and the target variable.  可以看出，第3幅图的特征和target variable relationship不大  sns.pairplot(data,x\_vars=['TV','Radio','Newspaper'],y\_vars='Sales',size=7,aspect=0.8)    Data splitting, feature scaling  x\_train,x\_test,y\_train,y\_test = train\_test\_split(x,y,test\_size=0.3, random\_state=2)  用statsmodel来build the model  import statsmodels.api as sm  X\_train=sm.add\_constant(X\_train)  model=sm.OLS(y\_train,X\_train).fit()  #调用summary，查看模型的各项指标值  print(model.summary())  summary可以看到如下信息  1.R-squared, (0, 1)之间，越接近1，model越好  2.F-statistic和F\_theory， F-statistic>>F\_theory,好  3.coef: 回归系数  4.对每一个input variable, p\_value越小越好，如果>=0.05，则说明该input variable和target variable关系不大  5.Durbin-Watson，用于No autocorrelation of residuals检验，如果Durbin-Watson约为2，则residuals之间不太相关，满足。  LR存在一些假设，构建模型后测试这些假设是否符合  1.The residuals should be normally distributed.  画图看residuals distribution，是否是正态分布。  model=sm.OLS(y\_train,X\_train.iloc[:,0:-1]).fit()  import scipy.stats as stats  sns.distplot(model.resid,bins=10,fit=stats.norm,norm\_hist=True,  hist\_kws={'color':'steelblue','edgecolor':'black'},  kde\_kws={'color':'black','linestyle':'--'},  fit\_kws={'color':'red','linestyle':'--'})  plt.xlabel('residual',fontsize=14)  核密度曲线与正态密度曲线的趋势比较吻合，故直观上可认为误差项服从正态分布。    也可以用Q-Q Plot里，散点会近似的落在一条直线上，如下图    2.No perfect multicollinearity input variables之间不存在线性关系。  VIF<3即符合  from statsmodels.stats.outliers\_influence import variance\_inflation\_factor  X=sm.add\_constant(data.loc[:,['特征1','特征2']])  vif=pd.DataFrame()  vif['features']=X.columns  vif['VIF Factor']=[variance\_inflation\_factor(X.values,i) for i in range(X.shape[1])]  vif  3. Residuals are independent of each other. 彼此不相关 This is applicable especially for time series data. When the residuals are autocorrelated, it means that the current value is dependent of the previous (historic) values。  如果Durbin-Watson约为2，如2.03等，则residuals之间不太相关，满足。  4.方差齐性是指要求模型残差项的方差  plot residual vs 特征1, residual vs 特征2  plt.figure(figsize=(30,6))  plt.subplot(121)  plt.scatter(X\_train.loc[:,'特征1'],(model.resid-model.resid.mean())/model.resid.std())  plt.hlines(y=0,xmin=X\_train.loc[:,'特征1'].min(),xmax=X\_train.loc[:,'特征1'].max())  plt.xlabel('特征1',fontsize=24)  plt.ylabel('std\_residual',fontsize=24)  plt.subplot(122)  plt.scatter(X\_train.loc[:,'特征2'],(model.resid-model.resid.mean())/model.resid.std())  plt.hlines(y=0,xmin=X\_train.loc[:,'特征2'].min(),xmax=X\_train.loc[:,'特征2'].max())  plt.xlabel(特征2',fontsize=24)  plt.ylabel('std\_residual',fontsize=24)  由图可知，残差几乎均匀地分布在参考线y=0的附近，满足假设。    满足所有假设条件后，可以用trained model , make predictions  X\_test=sm.add\_constant(X\_test)  y\_pred=model.predict(X\_test.iloc[:,0:-1])  plt.figure(figsize=(10,6))  plt.scatter(y\_test,y\_pred)  plt.plot([y\_test.min(),y\_test.max()],[y\_pred.min(),y\_pred.max()],color='blue',linestyle='--')  plt.xlabel('y\_true',fontsize=14)  plt.ylabel('y\_predict',fontsize=14)  plt.show()  Feature scaling, 用scikit learn 来build the model.  ss = StandardScaler()  x\_train\_s = ss.fit\_transform(x\_train)  x\_test\_s = ss.transform(x\_test)    lrmodel = LinearRegression().fit(x\_train\_s,y\_train)  y\_predict=lrmodel.predict(x\_test\_s)  print( lrmodel.score(x\_test\_s,y\_test) ) # 拟合程度，1.0最高  print( lrmodel.coef\_ ) #系数  print( lrmodel.intercept\_ ) #截距  #plotting two curve, ‘actual target value’ vs ‘predicted target value’  t=np.arange(len(x\_test\_s))  plt.figure(facecolor='w')  plt.plot(t, y\_test, 'r-', linewidth=2, label='actual target value')  plt.plot(t, y\_predict, 'g-', linewidth=1, label='predicted target value')  plt.legend(loc = 'upper left')  plt.title("actual target value vs predicted target value", fontsize=20)  plt.grid(b=True)  plt.show() |

#### 6.2 Linear Regression （加强版，包括）

#### 6.3 LightGBM

|  |
| --- |
| **LightGBM** |
| **Windows里jupyter安装LightGBM模块，进入anaconda prompt pip install lightgbm**  Data splitting  features和target是从data中取出的特征和label  features\_train, features\_test, target\_train, target\_test = train\_test\_split(featuers, target, test\_size=0.25, stratify=y, random\_state=42)  # create LightGBM dataset,注意categorical\_feature是data中的categorical 类型的所有features，target不能是categorical类型的，如果是，需要通过labelencoding转化  tree\_train=lgb.Dataset(data=features\_train, label=target\_train, categorical\_feature=categorical\_feature, free\_raw\_data=False)  Cross validation and find optimal parameters  parameters= {'learning\_rate': 0.01,  'boosting\_type': 'gbdt',  'objective': 'binary',  'metric': ['binary\_logloss', 'auc'],  'sub\_feature':0.5,  'num\_leaves': 31,  'min\_data': 50,  'max\_depth': 30,  'is\_unbalance': True}  history = lgb.cv(parameters, train\_set=tree\_train, num\_boost\_round=1000, nfold=5,  early\_stopping\_rounds=20, seed=42, verbose\_eval=False)  print('Best rounds:\t', len(history['auc-mean']))  Best rounds: 767 #an optimal parameter: run 767 rounds    Re-train the model and make predictions on test dataset  clf = lgb.train(parameters, train\_set=d\_train, num\_boost\_round=767)  pred = clf.predict(features\_test)  Plotting feature importance  features = clf.feature\_name()  importance = clf.feature\_importance()  fig, ax = plt.subplots(figsize=(10, 8))  lgb.plot\_importance(clf, ax=ax, height=0.5)  plt.show()  画图threshold vs myaccuracy,找到an optimal threshold  #given 100 thresholds between (0, 1)  thresholds = list(np.linspace(0, 1, 100)) ☺  Calculate predicted labels, given a threshold  pred\_label =(pred > threshold).astype(int) #pre是根据算法预测出来的label的概率  accuracy=根据pred\_label计算预测的精确度（如果不是已有的accuracy,auc等）  对于每一个threshold都预测一个精确度，所有精确度存入myaccuracy  myaccuracy.append(accuracy)  fig, ax = plt.subplots(figsize=(8, 6))  ax.plot(thresholds, pred\_label, label='New Model')  ax.set\_xlabel('Threshold', fontsize=12)  ax.set\_ylabel('Profit', fontsize=12)  ax.legend(fontsize=12)  plt.tight\_layout()  plt.show() |

#### 6.4 Random Forest

|  |
| --- |
| **Random Forest** |
| **Windows里jupyter安装seaborn模块绘图，进入anaconda prompt**  **pip install seaborn**  Compare 3 models   * Base line RF * Baseline RF with PCA (降维) * RF with PCA (降维)+ parameter selection (RandomizedSearch+gridsearch)   #data splitting  #stratify = y 以确保训练集和测试集与原始数据集的 0 和 1 的比例一致。  #设定random\_state后，每次拆分的训练集和测试集也是相同的。  #data 包括features 和target  train\_features, test\_features, train\_target, test\_target = train\_test\_split(features, target, test\_size=0.3, random\_state = 2020, stratify=y)  #data normalization  from sklearn.preprocessing import StandardScaler  ss = StandardScaler()  train\_features\_scaled = ss.fit\_transform(train\_features)  test\_features\_scaled = ss.transform(test\_features)  train\_target = train\_target.values  #modelling and display the recall\_score of the model  from sklearn.ensemble import RandomForestClassifier  from sklearn.metrics import recall\_score    rf = RandomForestClassifier()  rfmodel =rf.fit(train\_features\_scaled, train\_target)      rfpred=rfmodel.predict(test\_features\_scaled) #predicted laber on test dataset  rfpred\_prob=rfmodel.predict\_proba(test\_features\_scaled)[:,1] #predicted probability on test dataset    print(accuracy\_score(test\_target,rfpred)) #default threshold 0.5  print(precision\_score(test\_target,rfpred))  print(roc\_auc\_score(test\_target,rfpred\_prob))  #feature importance using chart and table 服务于降维，之后再用PCA double check  feats = {}  for feature, importance in zip(data.columns, rf.feature\_importances\_):  feats[feature] = importance  #第一列为索引，第二列重命名为gini-importance  importances = pd.DataFrame.from\_dict(feats, orient='index').rename(columns={0: 'Gini-Importance'})  #按照gini-importance降序排序  importances = importances.sort\_values(by='Gini-Importance', ascending=False)  #新增索引列，原来的索引列为第一列  importances = importances.reset\_index()  #原来的索引列重命名为features  importances = importances.rename(columns={'index': 'Features'})  #画,3列，第一列索引，第二列特征名称，第三列特征重要性值  sns.set(font\_scale = 5)  sns.set(style="whitegrid", color\_codes=True, font\_scale = 1.7)  fig, ax = plt.subplots()  fig.set\_size\_inches(30,15)  sns.barplot(x=importances['Gini-Importance'], y=importances['Features'], data=importances, color='skyblue')  plt.xlabel('Importance', fontsize=25, weight = 'bold')  plt.ylabel('Features', fontsize=25, weight = 'bold')  plt.title('Feature Importance', fontsize=25, weight = 'bold')  display(plt.show())  print(importances)  #find the number of components for PCA. find the most important compents 降到多少维即the number of components，性能不再显著提升即cvr不再明显增长  import matplotlib.pyplot as plt  import seaborn as sns  from sklearn.decomposition import PCA  pca\_test = PCA(n\_components=30)  pca\_test.fit(train\_features\_scaled)  #plot a curve, no. of features vs cvr  sns.set(style='whitegrid')  plt.plot(np.cumsum(pca\_test.explained\_variance\_ratio\_))  plt.xlabel('number of features')  plt.ylabel('cumulative explained variance')  plt.axvline(linewidth=4, color='r', linestyle = '--', x=10, ymin=0, ymax=1)  display(plt.show())  #visualize the no. of features and the cvr, 大概多少个features之后，cvr不再明显增长，则不再多选feature  cvr = np.cumsum(pca\_test.explained\_variance\_ratio\_)  pca\_df = pd.DataFrame()  pca\_df['Cumulative Variance Ratio'] = cvr  display(pca\_df.head(10))  #apply PCA on训练数据和测试数据，降到10维，retrain using RF  pca = PCA(n\_components=10)  pca.fit(train\_features\_scaled)  train\_features\_scaled\_pca = pca.transform(train\_features\_scaled)  test\_features\_scaled\_pca = pca.transform(test\_features\_scaled)  rf2= RandomForestClassifier()  rf2.fit(train\_features\_scaled\_pca, train\_target)  print(rf2.score(train\_features\_scaled\_pca, train\_target)) # recall\_score  the third model  parameter selection using RandomSearchCV  from sklearn.model\_selection import RandomizedSearchCV  n\_estimators = [int(x) for x in np.linspace(start = 100, stop = 1000, num = 10)]  max\_features = ['log2', 'sqrt']  max\_depth = [int(x) for x in np.linspace(start = 1, stop = 15, num = 15)]  min\_samples\_split = [int(x) for x in np.linspace(start = 2, stop = 50, num = 10)]  min\_samples\_leaf = [int(x) for x in np.linspace(start = 2, stop = 50, num = 10)]  bootstrap = [True, False]  param\_dist = {'n\_estimators': n\_estimators,  'max\_features': max\_features,  'max\_depth': max\_depth,  'min\_samples\_split': min\_samples\_split,  'min\_samples\_leaf': min\_samples\_leaf,  'bootstrap': bootstrap}  rf3= RandomForestClassifier()  #迭代100次，测试100组参数组合，3folds crossvalidation,构造3\*100=300个森林，n\_jobs=-1使用所有CPU  rs = RandomizedSearchCV(rf3, param\_dist, n\_iter = 100, cv = 3, verbose = 1,  n\_jobs=-1, random\_state=0)  rs.fit(train\_features\_scaled\_pca, train\_target) #用最好的参数在训练集上重新训练  rs.best\_params\_ #print best parameters      ————————————————————————————————————————————  # {'n\_estimators': 700,  # 'min\_samples\_split': 2,  # 'min\_samples\_leaf': 2,  # 'max\_features': 'log2',  # 'max\_depth': 11,  找到每个参数取值范围，使得score值最大。对每个参数，画一幅图。mean\_test\_score vs 参数。  fig, axs = plt.subplots(ncols=3, nrows=2)  sns.set(style="whitegrid", color\_codes=True, font\_scale = 2)  fig.set\_size\_inches(30,25)sns.barplot(x='param\_n\_estimators', y='mean\_test\_score', data=rs\_df, ax=axs[0,0], color='lightgrey')  axs[0,0].set\_ylim([.83,.93])axs[0,0].set\_title(label = 'n\_estimators', size=30, weight='bold')sns.barplot(x='param\_min\_samples\_split', y='mean\_test\_score', data=rs\_df, ax=axs[0,1], color='coral')  axs[0,1].set\_ylim([.85,.93])axs[0,1].set\_title(label = 'min\_samples\_split', size=30, weight='bold')sns.barplot(x='param\_min\_samples\_leaf', y='mean\_test\_score', data=rs\_df, ax=axs[0,2], color='lightgreen')  axs[0,2].set\_ylim([.80,.93])axs[0,2].set\_title(label = 'min\_samples\_leaf', size=30, weight='bold')sns.barplot(x='param\_max\_features', y='mean\_test\_score', data=rs\_df, ax=axs[1,0], color='wheat')  axs[1,0].set\_ylim([.88,.92])axs[1,0].set\_title(label = 'max\_features', size=30, weight='bold')sns.barplot(x='param\_max\_depth', y='mean\_test\_score', data=rs\_df, ax=axs[1,1], color='lightpink')  axs[1,1].set\_ylim([.80,.93])axs[1,1].set\_title(label = 'max\_depth', size=30, weight='bold')sns.barplot(x='param\_bootstrap',y='mean\_test\_score', data=rs\_df, ax=axs[1,2], color='skyblue')  axs[1,2].set\_ylim([.88,.92])  通过上面的图，了解每个参数取值对score的影响。  n\_estimators：300、500、700 的平均分数几乎最高；  min\_samples\_split：较小的值（如 2 和 7）得分较高。23 处得分也很高。我们可以尝试一些大于 2 的值，以及 23 附近的值；   min\_samples\_leaf：较小的值可能得到更高的分，我们可以尝试使用 2–7 之间的值；   max\_features：「sqrt」具有最高平均分；   max\_depth：没有明确的结果，但是 2、3、7、11、15 的效果很好；  bootstrap：「False」具有最高平均分。  第 2 轮超参数调整：GridSearchCV  使用 RandomSearchCV 之后，对于相同的参数，缩小参数值的搜索范围，使用 GridSearchCV 进行更精确的搜索。  6 个参数搜索 10 个不同的参数值， 3 折交叉验证，拟合模型 3,000,000 次！  parameter selection using GridSearchCV  from sklearn.model\_selection import GridSearchCV  n\_estimators = [300,500,700]  max\_features = ['sqrt']  max\_depth = [2,3,7,11,15]  min\_samples\_split = [2,3,4,22,23,24]  min\_samples\_leaf = [2,3,4,5,6,7]  bootstrap = [False]  param\_grid = {'n\_estimators': n\_estimators,  'max\_features': max\_features,  'max\_depth': max\_depth,  'min\_samples\_split': min\_samples\_split,  'min\_samples\_leaf': min\_samples\_leaf,  'bootstrap': bootstrap}  rf4= RandomForestClassifier()  #这里作者没有使用scoring参数，在一些情况下，sklearn中没有现成的scoring函数，需要自己定义  gs = GridSearchCV(rf4, param\_grid, cv = 3, verbose = 1, n\_jobs=-1)  gs.fit(train\_features\_scaled\_pca, train\_target)  rf4 = gs.best\_estimator\_ #最好的model  gs.best\_params\_ #最好的参数组合，返回最优的精度gs.best\_score\_, gs.v\_results\_ 返回结果如参数等  #打印3个model的recall score,分别对positive, negative的number of correctly predicted observations  pred = rf.predict(test\_features\_scaled)  pred2= rf2.predict(test\_features\_scaled \_pca)  pred3 = gs.best\_estimator\_.predict(test\_features\_scaled\_pca)  from sklearn.metrics import confusion\_matrix  conf\_matrix\_baseline = pd.DataFrame(confusion\_matrix(y\_test, y\_pred), index = ['actual 0', 'actual 1'], columns = ['predicted 0', 'predicted 1'])  conf\_matrix\_baseline\_pca = pd.DataFrame(confusion\_matrix(y\_test, y\_pred\_pca), index = ['actual 0', 'actual 1'], columns = ['predicted 0', 'predicted 1'])  conf\_matrix\_tuned\_pca = pd.DataFrame(confusion\_matrix(y\_test, y\_pred\_gs), index = ['actual 0', 'actual 1'], columns = ['predicted 0', 'predicted 1'])  display(conf\_matrix\_baseline)  display('Baseline Random Forest recall score', recall\_score(test\_target, pred))  display(conf\_matrix\_baseline\_pca)  display('Baseline Random Forest With PCA recall score', recall\_score(test\_target, pred2))  display(conf\_matrix\_tuned\_pca)  display('Hyperparameter Tuned Random Forest With PCA Reduced Dimensionality recall score', recall\_score(test\_target, pred3)) |

#### 6.5 Decision Tree

|  |
| --- |
| **Decision Tree** |
| clf = DecisionTreeClassifier(max\_depth=3, min\_samples\_leaf=30, random\_state=42)  clf = clf.fit(X=train\_features, y=train\_target)    # Visualization 画图看生成的DT整个过程  features = list(train\_features.columns)  #target 的两个值0/1，如果想在树叶子节点显示的两个值为'Not quit'和 'Quit'，则 targets = ['Not quit', 'Quit']  targets = decision\_tree\_classifier.classes\_  dot\_data = tree.export\_graphviz(clf, out\_file=None, feature\_names=features, class\_names=targets,  filled=True, rounded=True, special\_characters=True, )  graph = graphviz.Source(dot\_data)  graph  #View feature importance in a descending order default  importance = sorted(zip(features, clf.feature\_importances\_), key=lambda x:x[1], reverse=True)  for feature, importance\_val in importance:  print('{0:10s} | {1:.5f}'.format(feature, importance\_val)) |

#### 6.6 PCA

|  |
| --- |
| **PCA** |
| Reduce dimensionality  # normalize the data  scaler = StandardScaler()  norm\_features = scaler.fit\_transform(features)  # apply PCA降维2维，feature为没有label的数据  pca = PCA(n\_components=2, random\_state=42)  new\_features= pca.fit\_transform(norm\_features)  visualize the new data after implementing PCA  fig, ax = plt.subplots(figsize=(10, 8))  ax.plot(new\_features[:, 0], new\_features[:, 1], '.', markersize=1)  ax.set\_xlabel('PCA Component 1', fontsize=12)  ax.set\_ylabel('PCA Component 2', fontsize=12)  plt.show() |

#### 6.7 K-Means

|  |
| --- |
| **K-Means** |
| import warnings  warnings.simplefilter('ignore')  import numpy as np  import pandas as pd  import seaborn as sns  import matplotlib.pyplot as plt  from sklearn.preprocessing import StandardScaler  from sklearn.decomposition import PCA  from sklearn.cluster import KMeans  from sklearn.metrics import silhouette\_score  找最佳k值  画图看no. of clusters vs silhouette\_score，找到silhouette\_score越接近1的k值  #feature为没有label的数据，最好data normalize一下  silhouettes = []  for k in range(2, 30): #尝试k=2~30  kmodel = KMeans(n\_clusters=k, init='k-means++', random\_state=42, n\_jobs=-1) .fit(feature)  label = kmodel.predict(feature) //计算silhouette非常非常慢，跑一晚上没跑出来    silhouettes.append(silhouette\_score(feature, label))  #开始画图  fig, ax = plt.subplots(nrows=1, ncols=1, figsize=(18, 6))  ax[1].plot(range(2, 30), silhouettes, 'o-', label='Silhouette Coefficient')  ax[1].grid(True)  plt.legend(fontsize=12)  plt.tight\_layout()  plt.show()  用最佳的k值，聚类并预测  kmeans = KMeans(n\_clusters=10, init='k-means++', random\_state=42, n\_jobs=-1) #分为10个类  kmeans = kmeans.fit(feature)  label = kmeans.predict(feature)  画图，散点图，不同的类不同颜色  #5个类，label值为0,1,2…4。每个类的点颜色分别为r,b,y,g,c,k(black)  color = ('r', 'b','y','g','c','k')  label\_color = np.array(color)[label5]  plt.scatter(pca\_x[:, 0], pca\_x[:, 1], c=label\_color)  plt.show()  print(len(pca\_x[label5==0])) #每一类点的数量  print(len(pca\_x[label5==1] ))  print(len(pca\_x[label5==2] ))  print(len(pca\_x[label5==3] ))  print(len(pca\_x[label5==4] )) |

#### 6.7 IsolationForest

|  |
| --- |
| **IsolationForest** |
| import warnings  warnings.simplefilter('ignore')  import numpy as np  import pandas as pd  import seaborn as sns  import matplotlib.pyplot as plt  from sklearn.preprocessing import StandardScaler  from sklearn.decomposition import PCA  from sklearn.ensemble import IsolationForest  IsolationForest is an ensemble method. It is linear 具有线性时间复杂度。是ensemble的方法，所以可以用在含有海量数据的数据集上面。  iForest不适用于特别高维的数据。所以可以用PCA来降维后使用。‘fraudulant transaction identification’项目中，十几分钟就跑完了。但是DBscan和kmeans时间都很长。  #norm\_feature是归一化后的特征  forest = IsolationForest(n\_estimators=100, max\_samples='auto', contamination=0.1,  max\_features=1.0, bootstrap=False, n\_jobs=-1, random\_state=42).fit(norm\_feature)    score = forest.decision\_function(norm\_feature)  label = forest.predict(norm\_feature) # label：+1 表示正常样本， -1表示异常样本。就是一个一维数据，然而kmeans是0,1,2…没有负值  #画图用不同颜色显示two classes。  #需要用到PCA降到2维的数据pca\_x（归一化后再降维），第一维和第二维分别为pca\_x[:, 0]和pca\_x[:, 1]，label会对应到pac\_x中  plt.scatter(pca\_x[:, 0], pca\_x[:, 1], c=label)  plt.show()  print(len(pca\_x[label5==-1])) #每一类点的数量  print(len(pca\_x[label5==1] ))  降维  pca = PCA(n\_components=2, random\_state=42)  pca\_x = pca.fit\_transform(norm\_feature) |

#### 6.8 Time series prediction

|  |
| --- |
| **Time series prediction Prophet ‘profit’** |
| Windows系统下安装Python版本的Prophet  import matplotlib.dates as mdates  from matplotlib import rcParams    #预测data1中2016-12-15的c1的值，目前c1的值肯定在2016-12-15前  data1= data[['date', 'clicks']]  interval= (pandas.to\_datetime("2016-12-15")-data1['date'].max()).days #间隔多少天  ts = fbprophet.Prophet() #modelling  ts.fit(data1)  future\_data = ts.make\_future\_dataframe(periods = interval)  pred = ts.predict(future\_data) #the predicted the no. of clicks for the interval    #get the predicted value for the last day 2016-12-15  pred\_lastday=pred['yhat'].iat[-1]  #plot date vs 'clicks' for previous period+interval  ts.plot(pred)  plt.show() |

#### 6.9 XGB

|  |
| --- |
| **XGB** |
| # split for training and testing  pip install xgboost  train\_features,test\_features,train\_target,test\_target = train\_test\_split(features,taraget,test\_size=0.33333,random\_state = seed)  train\_matrix = xgb.DMatrix(train\_features,train\_target)  test\_matrix = xgb.DMatrix(test\_features)  params = {}  params['objective'] = 'binary:logistic' # output probabilities  params['eval\_metric'] = 'auc'  params["num\_rounds"] = 300  params["early\_stopping\_rounds"] = 30  # params['min\_child\_weight'] = 2  params['max\_depth'] = 6  params['eta'] = 0.1  params["subsample"] = 0.8  params["colsample\_bytree"] = 0.8  cv\_results = xgb.cv(params,train\_matrix,  num\_boost\_round = params["num\_rounds"],  nfold = params.get('nfold',5),  metrics = params['eval\_metric'],  early\_stopping\_rounds = params["early\_stopping\_rounds"],  verbose\_eval = True,  seed = seed)  n\_best\_trees = cv\_results.shape[0]  print "best number of trees: {}".format(n\_best\_trees) # output 53  watchlist = [(train\_matrix, 'train')]  gbt = xgb.train(params, train\_matrix, n\_best\_trees,watchlist)  # plot feature importances  xgb.plot\_importance(gbt)  Plotting ROC curve  def validation\_roc():  train\_features1,valid\_features,train\_target1,valid\_target = train\_test\_split(train\_features,train\_target,test\_size=0.2,random\_state=seed)    train\_data = xgb.DMatrix(train\_features1,train\_target1)  valid\_data = xgb.DMatrix(valid\_features)    # retrain on training set  xgb\_train = xgb.train(params, train\_data, n\_best\_trees)    # predict on validation set  valid\_probas = xgb\_train.predict(valid\_data, ntree\_limit=n\_best\_trees)    d = {}  d['FPR'],d['TPR'],d['Threshold'] = roc\_curve(valid\_target,valid\_probas)  return pd.DataFrame(d)  roc\_results = validation\_roc()  \_ = plt.figure()  plt.plot(roc\_results.FPR,roc\_results.TPR)  plt.xlabel("FPR")  plt.ylabel('TPR')  roc\_results.loc[(roc\_results.TPR > 0.6) & (roc\_results.TPR < 0.65),:] |

#### 6.10 evaluation metrics

from **sklearn**.metrics import auc, roc\_curve, classification\_report, precision\_score, recall\_score,

accuracy\_score, roc\_auc\_score

**accuracy：**

accuracy = accuracy\_score(actual\_target,predict\_target) #真实的label，预测的label

**calculate recall**： minimize FN

recall\_score(actual\_target,predict\_target) #真实的label，预测的label

**calculate precision:** minimize FP

precision\_score(actual\_target,predict\_target) #真实的label，预测的label

**calculate auc：**

auc=roc\_auc\_score(actual\_target,predict\_target\_prob) #真实的label，预测的label概率

#### 6.11 plot roc curve and find the best threshold

#the intersection between the line y=-x+1 and the roc curve

from sklearn.metrics import roc\_auc\_score,roc\_curve

from matplotlib import pyplot

#label\_proba是LR，RF预测的label的概率，如lrpred\_prob=lrmodel.predict\_proba(X\_test)[:,1]

#test\_target为test dataset的target

fpr, tpr, thresholds = roc\_curve(test\_target, label\_proba)

pyplot.plot(fpr, tpr, marker='.', label='Logistic')

pyplot.xlabel('False Positive Rate')

pyplot.ylabel('True Positive Rate')

pyplot.legend()

pyplot.show()

#找到最佳cut-off 即thresholds[i]

for i in range(len(fpr)):

if fpr[i] + tpr[i] >= 1: #最靠近left top的那个threshold

i = i -1

break

#the best threshold is (fpr[i], tpr[i])的thresholds[i]

print(thresholds[i])

### Print

print('{0:^10s} | {1:^10s} | {2:^10s}'.format('Page', 'Desktop', 'Mobile'))#打印page | desktop

print('-' \* 40) #打印--------

for name, desk\_rate, mobile\_rate in zip(names, desk\_rates, mobile\_rates): #逐行打印

print('{0:10s} | {1:10.6f} | {2:10.6f}'.format(name, desk\_rate, mobile\_rate))

![](data:image/png;base64,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)

### Visualization

#### 8.1Feature distribution + feature vs target, feature是device

* **一行两幅图，feature是categorical，类似age这种也能用，就是bar比较密集**

1. (feature distribution)

fig, ax = plt.subplots(nrows=1, ncols=2, figsize=(16, 6))

sns.countplot(x='device', data=data, ax=ax[0])

ax[0].set\_xlabel('device', fontsize=12)

ax[0].set\_ylabel('Count', fontsize=12)

ax[0].set\_title('different devices distribution', fontsize=16)

1. (feature vs target)

sns.barplot(x='device', y='target', data=data, ax=ax[1])

ax[1].set\_xlabel('device', fontsize=12)

ax[1].set\_ylabel('target', fontsize=12)

ax[1].set\_title('device vs. target', fontsize=16)

plt.tight\_layout()

plt.show()

* **一行两幅图，feature是continuous**

1. (feature distribution) bar+curve

#sns.distplot绘制a histogram with a line on it

hist\_kws={'histtype': 'bar', 'edgecolor':'black', 'alpha': 0.2}

warnings.filterwarnings('ignore')

#feature c1 distribution feature c1在target取0和取1时的两个分布，每个分布都带有一条拟合曲线

fig, ax = plt.subplots(nrows=1, ncols=2, figsize=(16, 6))

sns.distplot(data[data['target'] == 0]['c1'], label='taraget = 0', ax=ax[0], hist\_kws=hist\_kws)

sns.distplot(data[data['target'] == 1]['c1'], label='target = 1', ax=ax[0], hist\_kws=hist\_kws)

ax[0].set\_title('Histogram of c1', fontsize=16)

ax[0].legend()

* (feature distribution) **三行，每行一幅图，同横坐标，便于对比**

#每幅图40个bar，横坐标是1~40，纵坐标是c1的值，c1有40个值。本来是c1值的数量，但是因为指明40个bar，显然每个横坐标对应1个值，这样统计总数量没有意义

hist\_kws={'histtype': 'bar', 'edgecolor':'black', 'alpha': 0.2}

fig, ax = plt.subplots(nrows=3, ncols=1, figsize=(12, 10), sharex=True)

sns.distplot(data['c1'], bins=40, ax=ax[0], label='25%', hist\_kws=hist\_kws)

ax[0].legend(fontsize=12)

sns.distplot(data['c2'], bins=40, ax=ax[1], label='50%', hist\_kws=hist\_kws)

ax[1].legend(fontsize=12)

sns.distplot(data['c3'], bins=40, ax=ax[2], label='75%', hist\_kws=hist\_kws)

ax[2].legend(fontsize=12)

plt.tight\_layout()

plt.show()

(2) (feature vs target) curve .-

#取出两列c1和target，根据c1分组，求target的均值，如果target是0/1，则求的是target为1的百分率。返回两列c1和target的百分率（但列名依然为'target'），新增索引0,1,2...

data1 = data[['c1', 'target']].groupby('c1').mean().reset\_index()

ax[1].plot(data1['c1'], data1['target'], '.-') #绘制一条线

ax[1].set\_title('c1 vs. Mean target', fontsize=16)

ax[1].set\_xlabel('c1')

ax[1].set\_ylabel('Mean target')

ax[1].grid(True)

plt.show()

#### target vs feature ----4 features 4 charts 2\*2

4幅图，每行2幅，2行。一幅图：特征vs target

plt.style.use(‘fivethirtyeight‘)

fig, ((ax1, ax2), (ax3, ax4)) = plt.subplots(ncols=2, nrows=2, figsize=(12, 12))

#对于日期自动旋转60度，比如x-axis是日期类型，则如果横轴密密麻麻，日期重叠，则旋转，比如c1是日期

fig.autofmt\_xdate(rotation=60)

ax1.plot(data[‘c1’], data[‘target ‘], linewidth=4)

ax1.set\_xlabel(‘‘), ax1.set\_ylabel(‘\*\*\* ‘), ax1.set\_title(‘\*\*\*‘)

ax2.plot(data[‘c2’], data[‘target ‘], linewidth=4)

ax2.set\_xlabel(‘‘), ax1.set\_ylabel(‘\*\*\* ‘), ax1.set\_title(‘\*\*\* ‘)

ax3.plot(data[‘c3’], data[‘target ‘], linewidth=4)

ax3.set\_xlabel(‘‘), ax1.set\_ylabel(‘\*\*\* ‘), ax1.set\_title(‘\*\*\* ‘)

ax4.plot(data[‘c4’], data[‘target ‘], linewidth=4)

ax4.set\_xlabel(‘‘), ax1.set\_ylabel(‘\*\*\*‘), ax1.set\_title(‘\*\*\* ‘)

plt.show()